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The Large Hadron Collider (LHC) is a = N e
superconducting particle accelerator at the H
European Organization for Nuclear Research,
designed to collide protons at a center-of-
mass energy of 14 TeV, at a rate of 4x10°
times per second

AT ALICE
fipcintgl =z Point 2

Run 3 (u=55) Run 4 (u=88-140) Run 5 (u=165-200)

'E‘ I_I T T T I T T T . | .I T T I T T T | T T T I T T T d3¢ T T T I _I

S 80 - ATLAS Preliminary 8 ]

z 70 2020 Computing Model - CPU m

§ o Baseline 8 3

S o * Conservative R&D ’ ]

- - v Aggressive R&D - 3

2 50— Sustained budget model , I

o C . PAVNSRYN cekem--A

£ L (+10% +20% capacity/year) A v & LA ]

=] C , ) ]

- ~ 2 40 2 LHCC common scenario . —
Run-2/3 data rate ~10 PB. 5 - ™ I -
- ul ;o =

Run-3/4 can expect ~1 EB. 5 : .
® . T

3 - ]

c [ -

C L -

= - =

" 1T N\
Q \
e e e b b by ey T \” W\
l? Brookhaven 02020 2022 2024 2026 2028 2030 2032 2034 ( 2) )
" Nati “/
ational Laboratory v RN Z

ear




The ATLAS detector is one of the general-
purpose experiments stationed along the LHC
ring, designed for particle physics research

« Further test the Standard Model (SM)
« Discover the Higgs boson (or something like it)

« Search for Supersymmetry and other beyond-
the-SM physics
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Due to the LHC’s high instantaneous luminosity
(number of collisions per second per unit
area), tens of collisions occur every 25ns

 Filter out the ‘uninteresting’ collisions (events)
from typically one interesting event

* Transfer raw data off-detector
* Reconstruct events offline
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To validate our measurements, and to ensure the
detector is functioning nominally, we need a /ot of
simulated Monte Carlo events

* Full-scale detector description contains ~106
volumes

« Geant4-based simulations of particles traversing
the detector (particle material interactions,
kinematics, etc.) can take ~minutes for a _single
simulated event

»  Will become less manageable after high-luminosity
LHC (HL-LHC) upgrades are complete (~100s
simultaneous collisions)
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Candidate Event:
pp - H(-bb) + W(-pv)




To continue successful physics programs, it is
crucial ATLAS and other high-energy physics
experiments utilize heterogeneous resources!
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(NERSC), 2021

AMD CPU, NVIDIA GPU

National Energy Research Scientific Computing Center
AMD CPU, AMD GPU

Oak Ridge National Laboratory (ORNL), 2021 }
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Caveat We are limited in developers (we are
physicists) and there are numerous Argonne National Laboratory (ANL), 2022 Lawrence Livermore National Laboratory (LLNL), 2023
architectures and platforms lntel CRUJntel CRL AMD CPU, AMD GPU

+  We cannot afford to support and maintain

multiple codebases. — »_
«  We need to utilize leadership computing Arzonne & rISH
facilities. 7 ENERGY . lll-h";‘:"iiﬁ'éfﬂ'&i%'{'o? |
*  We need portability and achieve a fair level of AME TN
performance.
Swiss National Supercomputing Center (CSCS), 2023 Riken Center for Computational Science, 2021
NVIDIA/ARM CPU, NVIDIA GPU ARM CPU
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HEP Center for
Computational
Excellence (CCE)

A Department of Energy High-Energy
Physics program investigating:
* Performance portability
« 1/0
*  Complex workflows
» Event generators’

Portable Parallelization Strategies (PPS)
effort focuses on performance and
portability solutions for current and future
HEP software

« Select among the participating
experiments a number of x86-based

‘testbeds’ and rewrite the codes in
various programming models

" Event generator software is written and maintained by theorists.
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Performance
portability

“An application is performance portable if it achieves a consistent ratio of the actual time to solution to either
the best-known or the theoretical best time to solution on each platform with minimal platform specific code

required.”
Performance Productivity
* ltruns: {Yes, No} « SLoC, maintainability, sustainability
« It runs efficiently with respect to some baseline « Port/migration/translation
Portability Reproducibility
« Can execute on multiple systems * For another day...

« Adaptable to varying architectures and platforms

on of) Performance Portability, 2016 Department of Energy Center of Excellence Meeting.
Brookhaven
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SYCL
(pronounced ‘sickle’)

A C++-based open standard developed by
Khronos Group

» Cross-platform abstraction layer

Provides a single-source programming model for
development of heterogeneous systems

« Both low- and high-level codes

Vast ecosystem
« Numerous implementations, targeting different
platforms
Notable features
» Unified Shared Memory (USM)
» C++-like atomic operations
* Interoperability

Khronos Group, SYCL 2020 (Web).
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C++
Libraries

Standard C++

Application
Code

ML
Frameworks

can be directly compiled

Complex ML frameworks
1j and accelerated

TensorFlow

C++ Template
Libraries

C++ Template

Libraries

C++ templates and lambda
C+Ei-|.!;$;?ipelsa te } % functions separate host &

accelerated device code

C++ Kernel Fusion can
give better performance
on complex apps and libs

than hand-coding

SYCL
Compiler

Accelerated code
passed into device
OpenCL compilers
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Visual C++

[ FPGA ][ DsP ] [ FPGA ][ DsP ]

SYCL is ideal for accelerating larger
C++-based engines and applications
with performance portability

[ Al/Tensor HW ] [ Al/Tensor HW ]
]

[ Custom Hardware ] [ Custom Hardware

SYCL, OpenCL and SPIR-V, as open industry
standards, enable flexible integration and
deployment of multiple acceleration technologies

(intel

&
g

oneAl Uses LLVM/Clang
Part of oneAPI

e
Any CPU CUDA+PTX
NVIDIA GPUs
o’penal; OpenCL +
@R SPIR-V

Intel CPUs
Intel GPUs
Intel FPGAs

( codeplay’y” ¢ ComputeCpp

s
OpenCL

opmctmc

NVIDIA GPUs ]

4 Y

OpenCL

(SPIR,
Intel CPUs
Intel GPUs
Intel FPGAs
AMD GPUs

(depends on driver stack)
Arm Mali

IMG PowerVR
Renesas R-Car

{ GreL

Source Code

triSYCL

Open source
test bed

OpenMIP
OpenMP
Any CPU

[

[P OpenCL +
@R; SPIR/LLVM
XILINX FPGAs

POCL
(open-source OpenCL
supporting CPUs and NVIDIA
GPUs and more)
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SYCL enables Khronos to
influence ISO C++ to (eventually)
support heterogeneous compute

neoSYCL
SX-AURORA
TSUBASA

hipSYCL
CUDA and
HIP/ROCm

OpenMP OpenMP
OpenMP CUDA
Any CPU NVIDIA GPUs

el Roc
&5 W

Intel CPUs
AMD GPUs NEC VEs

VEO

Multiple Backends in Development
SYCL beginning to be supported on multiple
low-level APIs in addition to OpenCL
e.g., ROCm and CUDA
For more information: http://sycl.tech”’]
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oneMKL open-
source interfaces
library (OSI) oneAPL

tasds.

Developed using SYCL programming model
» Part of the oneAPI initiative

Linear algebra and random number generation oneMKL Open-Source Interfaces Library
(RNG) functionality

« NETLIB LAPACK
e Intel oneMKL"

* CuBLAS NVIDIA NVIDIA
Intel oneMKL CUBLAS cURAND
Community-driven - -
» Technical Advisory Board members provide
x86 Intel AMD

feedback to the overall oneAPI specification

oneapi-src/oneMKL (Github).
" Note the difference between oneMKL OSI and Intel oneMKL.
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Integrating support
for {cu,hip}RAND

Did not have resources to develop a new RNG
* Instead, utilize existing highly-optimized
libraries

Required SYCL 2020 features, e.g.,
std::atomic ref, interoperability, ...

e intel/llvm
* illuhad/hipSYCL

oneMKL OSI does not provide handle to support
resource allocation or kernel ordering

« Explicit synchronization between
streams/queues to ensure order

* Global vs. per-queue contexts

Host and device APls
* oneMKL support for host (curand.h)

National Laboratory
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—‘ Buffers gqueue }—
v
oneMKL::RNG

Command Group
Handler

Accessor

Command Group
Handler

*

Buffer Approach

Accessor

USMs queue |

Command Group
Handler

oneMKL::RNG User Defined Dependency

!

DAG Dependency
Configuration

Command Group
Handler

DAG Dependency re-
Configuration

*

USM Approach




RNG algorithms
and kernels

oneMKL OSI implements Philox- and MRG- o
based algorithms 10

« 36 common high-level generate function 12
templates (PImpl), 18 buffer and 18 USM 13
»  Specify distribution and properties, and output '’
types l;)

{cu, hip}RAND have no concept of range, and
distributions are coded into specific functions

» SYCL kernels written to address range !
transformations

» Distribution template parameter used to call 4
correction native generate function f

ICDF not supported by {cu}RAND 7

pseudorandom generators

« 20/36 generate functions supported in our 10
work 11
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virtual inline void generate(
const oneapi::mkl::rng::uniform<float, uniform_method::standard>& distr,
std::int64_t n, cl::sycl::buffer<float, 1>% r) override {
queue_.submit ([&] (cl::sycl::handler& cgh) {

auto acc = r.get_access<cl::sycl::access::mode::read_write>(cgh);
cgh.codeplay_host_task ([=](cl::sycl::interop_handle ih) {
auto r_ptr = reinterpret_cast<float*>(

ih.get_native_mem<cl::sycl::backend::cuda>(acc));
curandStatus_t status;
CURAND_CALL (curandGenerateUniform, status, engine_, r_ptr, n);
cudaError_t err;
CUDA_CALL (cudaDeviceSynchronize, err);
30)
)
range_transform_fp<float>(queue_, distr.a(), distr.b(), n, r);

}

template <typename T>
static inline void range_transform_fp(cl::sycl::queue& queue, T a, T b,
std::int64_t n,
cl::sycl::buffer<T, 1>& r) {
queue.submit ([&] (cl::sycl::handler& cgh) {
auto acc =
r.template get_access<cl::sycl::access::mode::read_write>(cgh);
cgh.parallel_for(cl::sycl::range<1>(n), [=](cl::sycl::id<1> id) {
acc[id] = acc[id] * (b - a) + a;
1)
T
}



Benchmark
applications

1. Single artificial benchmark used to
stress hardware for different LAr electromagnetic
backends end-cap (EMEC)

* Generates 1-108 random numbers LAr electromagnetic - oy
barrel (EMB) D, <
+ Common code to ensure LAr forward (FCal)
consistent runtime behavior among

backends

. . Calorimeter-dominated
2. Parameterized calorimeter

Si m U I ation SOftwa re Wall clock consumption per workflow
*+ 190k ‘sensors’, ~10 MB geometry
* Inputs total ~GB, loaded at runtime

» Single-particle simulations require
102-107 random numbers per event

@ MC simulaton @ MC reconstruction © MC event generation
@ Analysis @ Group production @ Data processing

National Laboratory
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Performance
evaluation

Numerous definitions of performance portability
« Adopt from Pennycook et. al.’

Introduce application efficiency metric, VAVS

» Ratio between the time-to-solution (TTS) of
portable implementation to the native

» Useful for identifying runtime overheads
introduced by portability layers

Execute codes on a variety of machines with
various software stacks

*  GNU compiler for ISO C++
* hipSYCL targeting AMD GPU

« intel/llvm (DPC++) targeting SYCL on x86 and
CUDA

' Pennycook et. al. (2019) doi:10.1016/].Future.2017.08.007.
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P(a,p; H) = LicH ei(a,p)

T if 4 is supported V; € H

0 otherwise
_ TTSportable
VAVS = '
TTSnative
Platform ||Driver Version| OS and Kernel | Compiler | RNG Library
OpenSUSE 15.0/ GNU 8.2.0 | CLHEP 2.3.4.6
AND:Ronier7idd ; 4.12 DPC++ oneMKL
: Ubuntu 20.04 GNU 8.4.0 CLHEP 2.3.4.6
Intel Core i7-1080H - 5818 DPC+ oneMKL
Intel UHD Graphics|| 21.11.19310 Ub“;‘g“éo'o‘l DPC++ oneMKL
CentOS 7 HIP 4.0.0 | hipRAND 4.0.0
HACEOn. LA, Vegmbt 20:30 3.10.0 hipSYCL 0.9.0|  oneMKL
OpenSUSE 15.0/ CUDA 10.2.89 |cuRAND 10.2.89
NVIDIA A100 450.102.04 412 DPC4+ oneMKL
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Results
RNG burner

Time-to-solution (TTS) using clocks shown for
three kernels: seed, generate and
transform

« SYCL oneMKL OSI buffer and USM APlIs
* Native {cu, hip}RAND

Benchmark ran 100 iterations (none discarded)
for each batch size

Increased TTS of USM on A100 due to explicit
synchronization

Reduced TTS of SYCL on AMD platform

*  Optimizations within hipRAND runtime system
for ROCm backend

« Callbacks introduce notable latencies in small
kernels

* Nearly callback-free hipSYCL runtime visible
for batch sizes < 107

k}\ Brookhaven

National Laboratory

} | =Fst A100-SXM4-40GB
107w Native Philox Uniform FP32

o§ il Radeon RX Vega 56
LU | it Philox Uniform FP32

10° 10! 102 104 10° 106 10’ 108
Batch size

H |P buffer|P USM|P Mean (buffer+USM)
{Vega 56, A100}| 1.070 | 0.393 0.575 R\
{Vega 56} 0.974 | 1.076 1.022 D))
{A100} 1.186 | 0.240 0.400 4




10° §

Buffer API USM API Native CUDA
i Seed m Seed mm Seed
10_1 i Generate = mmm Generate  mmE Generate

mmm Transform mmm Transform = Transform

Results

= 102
RNG burner o
£
F 103
Per-kernel TTS and relative occupancy for A100 -4
« Data collected using NVIDIA Nsight Compute
2020.2.1
: : 105
Ten iterations for each backend/API 10
Both cuRAND kernels (seed and generate) are 0.91 guffer APL 1] _USM AP 1) Native CUDA
identical between oneMKL OSI and native ) Qg —— == Cenerets Lwammcersrstel | ot Cerierets
Large increase in relative occupancy between = 0.7

102 and 104 for cuRAND kernels

* SYCL runtime system optimizes required block
size and threads-per-block when not specified

* Native application fixed block size at 256 and

Relative Occupancy
o
N

SYCL runtime chose 1024 (no performance

gains) 0.2
0.1
0.0

104 10°

Batch size
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Results
FastCaloSim

Demonstrate performance portability using real-
world application ére-)written using SYCL
programming model

Ten ‘runs’ of single-electron and top quark pair
production simulations

« AMD CPU targeted using host device
(TBB, no OpenCL backend)

* Intel CPU targeted using cpu device
(OpenCL backend) o

« ~80% TTS reduction for single electrons when
executed using GPU offloa

« Top quark simulations achieve no gains on
GPUs due to lack of inter-event parallelism
and runtime data movement host — device
loading parameterizations

The same source runs across four different
platforms with fair performance
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Simulation Time [s]

Simulation Time [s]

60

55
50
45
40 -
35
30
25
20
15
10

AMD Rome 7742
mmm SYCL
Native

Electrons (10k events)
E = 65 GeV

0.20 < |n| < 0.25

Intel Core i7-1080H
mmm SYCL
Native

MSI Radeon RX Vega 56
= SYCL

60
55
50 A
45
40
35
30
25
20
15 -
10 -

AMD Rome 7742
mm SYCL
Native

NVIDIA A100
= SYCL
Native

B @ =

tt (500 events)

Intel Core i7-1080H
= SYCL
Native

MSI Radeon RX Vega 56
= SYCL

Platform

NVIDIA A100
= SYCL
Native




Summary and
Conclusions

High-Energy Physics, and big data science in general, can no longer rely on CPU alone
- Long had single architecture, similar cluster-based resources

Pressure to demonstrate HPC utilization
- Cannot maintain multiple large codebases
« Need a performance portable solution

We investigate SYCL and interoperability with existing highly-optimized vendor libraries
- Achieve considerable performance across four major vendors, two of which are now supported by this work

Plenty of ideas for future work
- Heuristic methods for choosing optimal backend
- Purely SYCL-based math libraries (reproducibility)
- New applications and opportunities in quantum simulations
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