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SPEC and SPEC HPG
SPEC is a non-profit corporation formed in 
1988 to establish, maintain and endorse 
standardized benchmarks and tools to evaluate 
performance and energy efficiency for the 
newest generation of computing systems.
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• OSG: Open System Group
• HPG: High Performance Group
• GWPG: Graphics & Workstation 

Performance Group
• RG: Research Group

HPC benchmarks
• MPI
• OpenMP
• Accelerator

- OpenCL 1.1
- OpenACC 1.0
- OpenMP 4.5



SPEC Media Coverage 2017
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4362 
Articles
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business day

46%

2000



SPEC HPG
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HPG develops benchmarks to represent high-performance computing 
applications for standardized, cross-platform performance evaluation.

33 Organizations
9 companies

24 academic 
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SPEC Benchmark Philosophy
• SPEC supports the full lifecycle of benchmark development!

• The result of a SPEC benchmark is one SPEC score.
– Higher is better
– Some benchmarks support power measurement

• This score is in relation to a reference machine.
– Each benchmark has its own reference machine

• SPEC (HPG) benchmarks are “full” applications.
– Including all the overhead of a real application

• SPEC harness ensures correctness of results.
– To detect “overly aggressive optimization” and tampering

• Each benchmark suite has run rules and documentation 
requirements.
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SPEC Benchmark Philosophy
Hierarchy within benchmark suits

• Benchmark suite SPEC ACCEL
• Benchmark OpenACC/OpenMP/OpenCL
• Dataset size Ref/Test
• Component 550.md

Benchmarks support “Base” and “Peak” configuration
• These yield separate SPEC scores,  “Peak” runs allow for more freedom.

Base runs
• The same compiler optimization switches for all components of a language
• The same level of parallelism
• Only portability switches allowed
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SPEC Benchmark Philosophy
Result submission:

– Obtain and install the benchmark
– Perform a valid run and describe hardware and software configuration
– Submit result for review (and publication) to SPEC HPG – 2 week review 

process
– If needed, define embargo period
– Results are published on SPEC website

A curated result repository:
– Given appropriate hardware and software…. a published result should be 

reproducible with the information available in the submission.
– Peer reviewed results are so much better than “everyone can upload a 

result”!
– The value of a benchmark suite lies in public results, their correctness and 

the ability to compare them.
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SPEC Benchmark Philosophy
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Demo: https://spec.org/accel/results/accel.html

Demo: https://spec.org/accel/results/res2014q1/accel-20140303-00018.html

https://spec.org/accel/results/accel.html
https://spec.org/accel/results/res2014q1/accel-20140303-00018.html


SPEC Benchmark Philosophy
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SPEC HPG Benchmarks - Pricing
• Different groups in SPEC have different policies on 

the sale of benchmarks.
• Since March 2018, SPEC HPG benchmarks are 

available free of charge to non-profit 
organizations, including universities and 
research labs.

• SPEC HPG hopes that this will encourage even 
more organizations to actively participate.
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Published Results
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SPEC HPG Benchmarks – OMP2012

• Follow on to SPEC OMP2001
• 14 applications Fortran/C
• Scales up to 512 threads
• Support for power measurement
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SPEC HPG Benchmarks – MPI2007

• Large and medium data set
• 13 applications in Fortran/C/C++
• Scales to 2048 MPI processes
• Power not supported
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SPEC HPG Benchmarks - ACCEL
• SPEC Accel provides a comparative performance measure of 

– Hardware accelerator devices (GPU, Co-processors, etc.) 
– Supporting software tool chains (Compilers, Drivers, etc.)
– Host systems and accelerator interface (CPU, PCIe, etc.)

• Computationally-intensive parallel HPC applications and mini-
apps

• Portable across accelerator platforms
• Three distinct benchmarks, initially released in 2014, updated in 

2017 and 2019:
– OpenCL 1.1 19 C/C++ applications
– OpenACC 1.0 15 Fortran/C applications
– OpenMP 4.5 15 Fortran/C applications

• Support for power measurement
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Timeline of SPEC ACCEL
• First release in 2014

– Support for OpenCL 1.1 and OpenACC 1.0

• Second release in 2017
– Support for OpenMP 4.5

• Minor updates in between
• Latest update in August 2019
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Creating the OpenACC Benchmark
• Sources of applications:

– Parboil, University of Illinois
– Rodinia, University of Virginia
– NAS Parallel Benchmarks (NPB)
– Other SPEC benchmarks

• Cray and PGI compiler (CPU and GPU)
• NVIDIA Tesla C2070 GPU as reference machine
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Mini Applications
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Benchmarks Language Origin Domain

503.ostencil C Parboil, University of Illinois Thermodynamics

504.olbm C Parboil, University of Illinois CFDm Lattice Boltzmann

514.omriq C Rodinia, University of Virginia Medicine

550.md Fortran Indiana University Molecular Dyn.

551.palm Fortran Leibniz University of Hannover Large-eddy sim.

552.ep C NAS Parallel Benchmarks (NPB) Embarrassing P.

553.clvrleaf C, Fortran Atomic Weapons Establishments Hydrodynamics

554.cg C NPB Conjugate Grad.

555.seismic Fortran GeoDynamics.org Seismic Wave Modeling (PDE)

556.sp Fortran NPB Scalar Peta-d solv

557.csp C NPB Scalar Peta-d solv

559.miniGhost C, Fortran Sandia National Laboratory Finite difference

560.ilbdc Fortran SPEC OMP2012 Fluid Mechanics

563.swim Fortran SPEC OMP2012 Weather

570.bt C NPB BTS 3D PDE



Converting OpenACC to OpenMP 4.5
• We started with 15 OpenACC applications of SPEC ACCEL.
• The Intel Compiler for XEON/Phi was used as reference.

– Reference machine is dual Intel SandyBridge E5-2650, 8C, 2Ghz, 
with an intel XEON Phi 5110.

• We ported to OpenMP 4.0, but then 4.5 came out.
• The group agreed on guidelines how to turn OpenACC 

code into OpenMP 4.5.
• The applications were ported twice, first by PathScale, 

then by ZIH/TU-Dresden and then a consensus was used.
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How to write OpenMP 4.5 Code
• Rely on compilers to generate implementation 

specific values for a given architecture:
– # of teams  
– # thread_limit, 
– # of threads – in parallel regions
– SIMD length
– dist_schedule – in distribute
– loop schedules – in parallel do  

• Compiler implementers pick these values to enable 
performance portability and generate platform 
specific optimizations.
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Compiler Performance Over Time

28

0

0.5

1

1.5

2

2.5

PGI 14.1 PGI 15.3 PGI 16.4 PGI 17.1 PGI 18.4 PGI 19.7* Cray-8.2.1 Cray-8.3.1 Cray-8.3.8

SP
EC

 S
co

re

Compiler

SPEC ACCEL OpenACC on IU Cray XK7
NVIDIA TESLA K20

* Estimate (hardware was too old to publish on spec.org)



SPEC ACCEL OpenACC on CPUs and GPUs
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Experimental Results OpenMP Offload
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• Cray and IBM compilers support OpenMP 4.5 offload to GPUs. We 
only had access to the Cray compiler and currently only 6 of 15 
benchmarks work!

• RPeak:   KNL-7210 2.60 TFlops
K20 1.17 TFlops  Ratio: 2.2x

SPEC Score (Estimate) Speedup
Benchmark KNL (MCDRAM) KNL (DDR4) K20 KNL vs. K20

503.postencil 1.99 0.70 1.26 1.6x

504.polbm 3.42 0.75 0.90 3.8x

514.pomriq 2.71 2.72 1.11 2.4x

555.pseismic 2.83 1.06 1.43 2.0x

560.pilbdc 8.43 1.97 4.61 1.8x

570.pbt 27.4 20.2 18.2 1.5x

Geometric Mean 2.1X
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SPEC ACCEL on Jetstream Virtual GPUs
• KVM with NVIDIA’s Virtual Data

Center Workstation Software (vDWS)
– Based on the Linux kernel’s Virtual Function I/O (VFIO)
– Virtualized device functions are passed through by the 

hypervisor to guest VM kernel drivers

• GPUs can be “partitioned” using a fixed portion of 
the GPUs memory, but with access to all CUDA 
cores on a time division multiplexing basis.
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SPEC ACCEL on Jetstream Virtual GPUs
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SPEC Accel 1.2 ACC Score

Can a VM be this much faster than bare metal?!
GCP VM:           driver 418.67, cuda 10.1  
Jetstream BM: driver 418.67, cuda 10.1 
Jetstream VM: driver 418.70, cuda 10.1
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SPEC ACCEL on Jetstream Virtual GPUs
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Jetstream
V100X-16Q (full GPU)
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 Best Published on SPEC
V100-PCIE-16GB

SPEC Accel 1.2 ACC Score

Finding on Jetstream bare metal:  
When on driver 418.67, all 4x V100 need to have persistent mode (PM) on.  
Turning PM on for each additional card, all cards get about 4% increase in speed. 
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SPEC ACCEL on Jetstream Virtual GPUs
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Next Generation HPC Benchmark
• First hybrid benchmark for SPEC HPG, posing lots of 

challenges for run rules and metrics.
• A strong scaling benchmark, with 3 workload sizes.

– Small (single node), Medium (2048 MPI Ranks), Large (8192 MPI 
Ranks)

– Support at least 3 different node level parallel models (OpenACC, 
OpenMP 5, OpenMP “classic”)

• Not directly replacing other HPG benchmarks, but lots of 
possible downstream uses.

36



Conclusion
• SPEC High Performance Group has been around since 1994

– Track record of creating and maintaining HPC benchmarks.
• Benchmarks are created and maintained by a broad mix of 

industry and academia.
– Consider joining SPEC HPG to connect with compiler teams from 

AMD, IBM, Intel, PGI/NVIDIA.
• There is great value in peer reviewed results and a public  

searchable result repository.
• SPEC ACCEL has proven to be portable across many 

architectures and compilers.
• SPEC HPG is working on the next generation HPC benchmark, 

targeting hybrid parallelism.
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Thank You!
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Questions?
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