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Agenda
 Motivation

* Planned offerings for directive programming on AMD GPUs
* Demonstrations of capabilities available now
* Discussions of challenges for Exascale
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Motivation: A New Frontier for HPC

https://www.olcf.ornl.gov/wp-content/uploads/2019/05/frontier_specsheet.pdf
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The Frontier Node at a Glance

e Custom EPYC™ HPC-optimized processor
 Four Radeon Instinct™ accelerators
 Coherent connectivity:

* Via Infinity Fabric™ interconnect

* Tightly integrated

 Unified memory space

https://www.amd.com/en/products/frontier
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Directive Programming on AMD GPUs

* OpenMP support via AOMP

« AOMP: AMD OpenMP Compiler OpenMP
e LLVM-based clang driver (LLVM 11) - all the source is open!
* The last release is AOMP 11.11-1
* Compiles C/C++ code with OpenMP “target” pragmas
* Flang - FORTRAN compiler (FORTRAN 2003 standard)
* Links with libomptarget to produce a binary for offloading to the GPU

* OMPD compliant implementation
 support for ROC-GDB, Totalview, etc.
* ROCm 3.9 supports AOMP & HIP via single source compiler
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What about OpenACC?

* Mentor Graphics
* Has built in GCC backend supporting the AMDGCN ISA

* GCC

* OpenACC v2.6 is implemented in GCC and gfortran
* Mentor released updated compiler May 2020
* Optimizations and bug fixes ongoing

https://www.mentor.com/embedded-software/sourcery-tools/sourcery-codebench/editions/lite-edition/

AMDZ1 | WACCPD: Directive Programming at Exascale | AMD Public



What about performance?

*Consider a few representative cases
* Memory bandwidth bound (STREAM)
* Abstraction frameworks

*SPEChpc™ 2021
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OpenMP Performance on M160, ROCm3.9

STREAM Performance (HIP vs. AOMP]
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OpenMP Offload: STREAM COPY

#ifdef OMP_TARGET_GPU
#pragma omp target teams distribute parallel for simd

for (inti=0;i<array_size; i++)
{

c[i] = ali;

}
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RAJA Performance on MiI60, ROCm3.9

* What about performance via portability layers such as RAJA, Kokkos?

Basic_ATO Apps_PRESSURE
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S P ECh chM 202 1 These benchmarks emphasize the performance of:

* SPEC HPG® organization
working on benchmarks that
would be relevant to the
Exascale era

* Benchmark was officially
announced on Nov 9

* The SPEChpc™ 2021 Benchmark
Suites focus on compute
intensive parallel performance
across one or more nodes

Processor - the CPU chip(s) and acceleration devices

Memory - memory hierarchy, (caches and main memory, etc.)

Interconnects - communication between nodes of a cluster

Compilers - C, C++, and Fortran compilers, including optimizers

* More information about SPEC
HPC® can be obtained from
https://www.spec.org

AMDZ1 | WACCPD: Directive Programming at Exascale | AMD Public

Adapted from diagram © 2020 Standard Performance
Evaluation Corporation (SPEC). Reprinted with permission.



Let’s talk Exascale
* Large portion of the FLOPs coming from accelerators

* Keep work resident on GPU, only move what is needed
* Map() clause essential: rich APIs for controlling data movement

#pragma omp target teams distribute parallel for simd
map(to:a[0,sz]),map(tofrom:c[0,sz])
for (inti=0;i<sz; i++)

{

cli] = a[i];

}
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Let’s talk Exascale
* Large portion of the FLOPs coming from accelerators

* Directives are a powerful mechanism to move more work to the
GPU

* Don’t need to re-write entire subroutines into low-level languages
* “Premature optimization is the root of all evil”
* Pass pointers between HIP, BLAS libraries, OMP
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Conclusions

« AMD OpenMP compilers enable application work to start today

* Don’t necessarily need AMD hardware to start work
* MI60s share Instruction Set Architecture (ISA) with future GPUs

* Portability and standards compliance are good
* More work to be done to ensure high performance

* Move more work to accelerators
e Start with directives to quickly move work to an accelerator
* Think carefully about data placement
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FRONTHER

Questions?
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